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Abstract

With the emergence of interactive agents, narrative gen-
eration is developing a new paradigm of use case, one
in which estimating the quality of the perception of nar-
rative is a more important evaluation metric than other
ones commonly used, such as text coherence or domain-
specific criteria. In order to increase the chances of cre-
ating a narrative that is perceived as interesting, a narra-
tive generator needs to consider the cognitive processes
involved in the perception of the narrative. Using theo-
ries of cognitive interest, we explore the usage of word
embedding vectors to introduce a proxy measure for
cognitive interest, without relying on a semantic model
of the story domain.

Background
Use cases of narrative generation can guide and inform the
methods with which narratives are created. Both in terms of
method constraints and the factors for which the generated
stories are optimized, the paradigm in which a narrative
is delivered to the user is extremely consequential. For
instance, entertainment has been a prominent use case of
narrative and story generation. Simulation games benefit
from having versatile storylines and game characters can
cause more immersion and believability when they are part
of a tailored sequence of events (Mateas and Stern 2003;
McCoy et al. 2011). As another example, in games involv-
ing interactive narrative, story generators give the user the
option to influence the storyline (Riedl and Bulitko 2012).

In games, whether stories are interactive or not, it is
often possible to infer the quality or interestingness of the
generated story, and by extension, how it is likely to be
perceived, using known domain semantics. Therefore, these
semantics (e.g. game state) can guide the story generation
process. Even when the use case of story generation is
not games, many story modeling and narrative generation
approaches rely on such similar semantic model of a given
domain (e.g. characters, goals, relationships, etc.) which
allows the derivation of a sequence of events and ultimately
a narrative, such as in (Elson 2012).
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Other narrative generation methods have less reliance
on a specific use case in which the narrative is delivered
to a user, and hence, in order to assess the quality of the
generated story, focus more on the general properties of the
generated text, such as coherence or the causal plausibility
of the sentence ordering. Sometimes referred to as open
story generation, such methods involve generating narra-
tives without a priori domain knowledge (Martin et al. 2017;
Swanson and Gordon 2008). In (Purdy et al. 2018), a set of
proxy measures are introduced to assess the story quality,
in an open story generation task; these measures are:
correct grammar use (“grammaticality”), complexity of the
language (“narrative productivity”), similarity of adjacent
sentences (“local contextuality”) and adherence to the usual
ordering of events in similar stories (e.g. “eat” comes after
“order”, “temporal ordering”). These measures are shown
in (Purdy et al. 2018) to correlate with human judgment of
story quality, and hence, can be used towards evaluation
of generated text and easier fine-tuning of generative
approaches.

Proxy measures introduced above are a useful start to
assessing narrative quality when it is not tied to a specific do-
main of semantics. However, with the emergence and rapid
adoption of interactive agents in our lives, it is plausible to
assume that a major use case of storytelling, and hence a
prominent paradigm of delivering generated narratives to the
users, will involve interactive agents such as virtual agents
and sociable robots (Goodrich, Schultz, and others 2008;
Fong, Nourbakhsh, and Dautenhahn 2003) or those in smart
speakers (NPR 2017). In such cases, a language-based
narrative (textual or vocal) need not only be of high quality
in terms of the proxy measures recited above, but it also has
to be interesting to the user.

Interestingness
Storytelling, as an intuitive, natural and commonplace
human behavior, seems deceptively simple to judge in
terms of interestingness: “was that an interesting story?”
However, similar to some other intuitive, natural and
commonplace behaviors (such as nodding or gazing), it is
extremely complicated to evaluate a story’s interestingness,
both subjectively and objectively.



The perceived interestingness of a story is hard to predict
or model; it can be subjective, it is often cultural and it can
also change over time. Moreover, the subtleties and art of
authorship makes the ways in which a narrative can seem
interesting to humans incredibly diverse, nuanced and hard
to model. This is especially true when the domains in which
the stories are told are unpredictable and can change based
on the nature of the interaction, events in the environment,
the parties involved, and other factors; and hence, any agent
attempting to sustainably tell social and interesting stories
to humans will face this challenge.

Despite such difficulties, there are ways in which we
can start to develop proxy measures for perceived story
interestingness; for instance, using the literature of cognitive
science and by developing methods that can draw from
them (Behrooz et al. ). The first category (“Experiential
Interests”) consists of more subjective reasons of why a
story could be interesting, such as instinctive interests (e.g.
danger, sex, or power) and topic interests (i.e. a specific
topic that a certain person enjoys). The second category,
“Cognitive Interests”, is less subjective, and is caused by
factors such as unexpectedness (e.g. expectation violation)
or predictive inference (e.g. foreshadowing). Indeed, such
cases are not an exhaustive list of what can make a story
interesting, but can be a basis for developing story interest-
ingness proxy measures.

Search for Specificities
A particular angle that adds to the value of interestingness
proxy measures is the potential role that such measures
can play in a search problem that can arise in narrative
generation. If a narrative generation system, for instance
one used by an agent operating in the real world, attempts to
build a narrative from events that have happened previously,
there would be a search problem involved to choose which
non-essential details should be included in the story. At
a minimum, a sequence of events can be described as a
mundane narrative (that only describes what happened
with simple sentences); however, the inclusion of certain
specificities about the events can potentially make the
narrative more interesting. The “Chekhov’s gun” principle
says: “every element in a story must be necessary, and
irrelevant elements should be removed.”

This search problem can also arise when Recurrent Neu-
ral Networks (RNNs) are used to generate stories, such as
in (Martin et al. 2017). In order to increase the chances of
convergence in RNNs, such methods often group the seman-
tically related words and verbs in a story corpus to a gener-
alized concept (e.g. through semantic trees (Schuler 2005;
Miller 1995)) before training a model. However, the gen-
erated narratives would then also include such generalized
concepts, and hence can be more mundane and less specific.
Having proxy measures to find the more interesting speci-
ficities may offer a solution, and particularly, word vectors
can help with choosing a specific instance of the word. This

lack of specificity can occur in any generative method that
results in stories that lack specificity, such as Plot Graphs (Li
et al. 2013).

Interestingness Proxy Measures
In the absence of a domain’s semantic model (as explained in
Sec. ), we explore the idea of using word embedding vectors,
such as GloVe (Pennington, Socher, and Manning 2014),
with the goal of developing proxy measures for narrative in-
terestingness. Word vectors introduce a way to estimate the
semantic similarity and relationships between the words. In
this paper, we focus on proxy measures of cognitive inter-
ests, such as predictive inference.

Consider the sample story in Table. 1, which contains a
case of predictive inference (or foreshadowing), and hence,
a potential to cause cognitive interest in the reader, based
on cognitive science research (Behrooz et al. ; Campion
2004). We use part-of-speech tags to focus on the words that
capture most of the meanings in the story. In this case, we
have focused on verbs (extracted as verb root via VerbNet
(Schuler 2005)), nouns (excluding the named entities, such
as “Sam”) and adjectives. Table 2 shows the extracted words
for the story in Table. 1 (using Stanford CoreNLP (Manning
et al. 2014)).

Table 1: A sample story which contains a case of foreshad-
owing. The numbers on the left are story event indexes.

1 Sam and Judy went out for dinner at their favorite restau-
rant.

2 While driving to the restaurant, Judy’s favorite song
played on the radio.

3 Sam found a parking space at the very front of the restau-
rant.

4 Sam and Judy were seated immediately and ordered their
favorite food to the waiter.

5 She looked distracted and tired but was polite while taking
their order.

6 Sam’s favorite song played on the radio while they waited
for their food.

7 When the waiter returned with their food it was all wrong!
8 The waiter apologized and returned a few minutes later

with the correct order.
9 Sam and Judy enjoyed their meal.
10 They paid their tab, left a tip for the waiter, and drove back

home.

Table 2: Extracted keywords from the story in Table. 1.
waiter, return, pay, song, seat, order, radio, look, go, apologize,
dinner, take, home, wrong, favorite, find, space, leave, minutes,
restaurant, food, enjoy, parking, tired, drive, distracted, front,
correct, meal, tip, tab, play, wait

In order to visualize the word vectors corresponding to the
keywords in Table 2, we used the T-SNE algorithm (Maaten
and Hinton 2008), and the result can be seen in Fig. 1.

The T-SNE visualization shows that certain clusters of
words can be distinguishable from others. These clusters can
categorize the major sub-sequences of events in the story,



Figure 1: 2D T-SNE visualization of the GloVe vectors rep-
resenting the keywords in Table 2.

and their distance from each other can signal how much of
an anomaly a certain cluster is. For instance, we see clus-
ters about dining, about car and parking, or about music. We
also find a cluster containing the words “distracted”, “tired”,
“apologize”, “wrong” and “correct”, which we will refer to
as cluster X .

The significance of cluster X is that it contains the words
that form the foreshadowing in our story. We will explain
two observations that can guide us towards estimating the
presence of foreshadowing:

1. We can observe that the words of cluster X belong to
2 different non-adjacent areas of the story (event 5 and
events 7-8 in Fig. 1).

2. We first define the average of a cluster as the mean value
of the word vectors that it contains (e.g. mean(X)), and
the average of all of the story keywords as meanstory. We
then observe that mean(X) has the lowest cosine similar-
ity score with meanstory than any other cluster.

These two observations provide us with a basis to esti-
mate the existence of foreshadowing or predictive inference.
To that end, this approach can help us build proxy measures
towards estimating the perceived cognitive interest in a gen-
erated narrative.

Furthermore, this approach may enable the development
of other proxy measures for cognitive interest too. For in-
stance, unexpected events can cause cognitive interest in sto-
ries (Schank 1979), and the unexpectedness of an event can
be defined using the cosine distance of sentence vectors (e.g.
using (Pagliardini, Gupta, and Jaggi 2017)).

Conclusion
Narrative generation will evolve in its use cases over time,
and a growing category of these use cases will relate to inter-
action with agents. In such cases, the perceived interesting-
ness of narrative is important to consider in the generation
process. Embedding spaces of constituent words offer a ba-
sis for estimating the perception of a narrative, and can con-

sequently enable the development of proxy measures that
help improve the generation methods. In this paper, we out-
lined an approach that can estimate the presence of predic-
tive inference (foreshadowing) and hence cognitive interest
(Campion 2004).

We plan to expand this approach and seek to find correla-
tions between proxy measures of cognitive interest and judg-
ments of human subjects, similar to story quality measures
introduced in (Purdy et al. 2018). Such evaluations should
involve a corpus of stories, such as a corpus of movie plot
summaries (Bamman, OConnor, and Smith 2013).
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