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Abstract

A crucial aspect of face-to-face social conversation is fluent,
flexible linguistic interaction. However, most developers of
social robots tend to employ relatively simplistic processes
for choosing the words for their robots to say. This con-
trasts with the work carried out Natural Language Generation
(NLG), the field of computational linguistics devoted to the
automated production of high-quality linguistic content.

Introduction
Developing and deploying a socially interactive robot
presents a number of significant technical challenges, re-
quiring audiovisual processing, social signal processing, ac-
tion selection, and robot navigation and motion planning.
Largely due to the complexity of these necessary tasks, gen-
eration of verbal output does not tend to be a priority for
social robot developers: since a simple, template-based ap-
proach is often sufficient in the short term, most robot sys-
tem designers choose such a language-generation solution
and focus their effort elsewhere. This paper begins sur-
veys the state-of-the-art in both individual research areas,
and then discusses how insights from NLG can improve in-
teractions with social robots, as well as how applications in
social robotics can benefit researchers in NLG.

Natural Language Generation
Natural Language Generation—usually abbreviated as
NLG—is the sub-area of computational linguistics that deals
with the automated production of high-quality spoken or
written content in human languages (Gatt and Krahmer
2018). While the output of an NLG system is text, the in-
put can take various forms: in some cases, the system might
generate text based on other, generally human-written text,
while in other cases, the input to the NLG system is non-
linguistic; more recent applications have included automat-
ically generating text based on visual input such as images
or video. Finally, NLG may be used not only to generate
standalone texts, but also to generate linguistic output to be
used in an interactive system, either in a text-based chatbot,
a spoken dialogue system, or an interactive robot.
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The techniques that may be used to create the linguistic
output also vary across applications. Simple systems may
be developed using templates—that is, by slotting the con-
tent into pre-built linguistic structures. A more complex ap-
proach is to use linguistically-motivated rules, or even full-
fledged grammars, which are able to produce output in a
more flexible and extensible way. As in several other ar-
eas of artificial intelligence, much of the recent progress
in NLG has been driven by the increasing use of end-to-
end, data-driven techniques, in particular various forms
of machine learning. Using such techniques replaces some
or all of the manual effort involved in writing templates
or rules by allowing the system to be trained on a large
set of example target outputs (Narayan and Gardent 2016;
Dušek and Jurcicek 2016): the system then directly learns
the mapping between inputs and outputs without any need
for explicit intermediate representations such as templates,
rules, or grammars.

Social Robotics
Humans have a strong tendency to anthropomorphise robots
and to want to engage in social interaction with them. De-
veloping a social robot that is to able to interact with hu-
mans in a real-word setting presents a large set of technical
challenges. The robot must be able to navigate a populated
space; it must sense and respond to the non-verbal social sig-
nals of its human partners; it must recognise and understand
the users’ speech; and, while not all social robots engage in
verbal interaction, a large number do, meaning that support-
ing flexible natural-language interaction is a crucial task to
increase the acceptability of social robots in the wider pop-
ulation. In the following section, we will discuss the role of
NLG in current social robots, and will also outline ways that
the two fields could come closer together in future.

NLG and Social Robotics
In their recent survey of the state-of-the-art in NLG re-
search, (Gatt and Krahmer 2018) identify situated language
generation as one of the main growth areas for the field,
where situated language is defined as “language use in phys-
ical or virtual environments where production choices ex-
plicitly take into account perceptual and physical proper-
ties.” Previous research (Foster, Giuliani, and Isard 2014;
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Hastie et al. 2017) has found that an interactive system that
incorporates state-of-the-art NLG has the potential to greatly
improve the quality of user-system interactions. However,
largely due to the numerous other significant technical chal-
lenges involved in developing a socially intelligent robot,
the majority of such robots tend to make use of extremely
simple rule-based or template-based approaches to language
generation, and do not benefit from the improved interac-
tions and increased flexibility that are possible with more
sophisticated techniques.

One significant area where modern NLG and social
robotics research intersect is in the generation of refer-
ring expressions—for example, generating navigation in-
structions or referring to a particular object or location in
the world. However, most social robot interactions involve
much more than referring to world objects and filling slots
for database queries (Papaioannou, Dondrup, and Lemon
2018): they involve interactions situated in the real world,
where the output of the robot should include both coverage
of diverse topics as well as appropriate situated multimodal
behaviour—obviously including linguistic content, but also
incorporating non-verbal behaviours such as prosody and
gesture. Supporting this range of behaviours requires gen-
erating a wide range of output types.

It must be noted that templates are not always an in-
valid implementation decision for language generation (van
Deemter, Theune, and Krahmer 2005)—indeed, skilfully
written templates can provide a high degree of flexibility
and expressiveness. In fact, the field of social robotics can
draw some benefit from incorporating “traditional” NLG
techniques such as rule-based or grammar-based processing:
moving beyond the current solutions which mainly involve
canned text or very simple templates is still likely to per-
mit more socially intelligent interactions, particularly if the
robot is deployed in new contexts or must interact in a differ-
ent language. For example, open-source text realisers such
as SimpleNLG (Gatt and Reiter 2009) or OpenCCG (White
2006) could be used to provide advantages such as flexibility
and cross-lingual support.

A recent workshop at the INLG 2018 conference (Foster,
Buschmeier, and Gkatzia 2018) brought together researchers
from HRI and NLG to discuss areas of common interest.
This workshop has confirmed that there is strong interest in
the NLG community in applying NLG to a social robotics
setting; it also confirmed that one of the main challenges in
this area is defining a task within HRI where NLG can be
shown to make a clear difference, and also making known to
the developers of social robots the potential benefits of using
a more principled approach to the generation of linguistic
output. As part of this, a novel shared NLG task is currently
under development that will be similar to the GIVE chal-
lenge (Striegnitz et al. 2011), but will incorporate aspects of
situated human-robot interaction.

Summary and Conclusions
In the context of social robotics, most developers tend to
employ quite simplistic techniques for language generation,
despite the advantages in flexibility and adaptability pro-
vided by NLG, as well as significant research from the re-

lated area of spoken dialogue systems that using NLG on the
output side can also have a significant effect on users’ sub-
jective opinions of the system. While this choice tends to
be made for pragmatic technical reasons, it is still the case
that social roboticists are currently missing out on an impor-
tant aspect of social interaction. Social robotics—and HRI
more generally—presents a particularly challenging and rich
testbed for situated NLG, which is one of the identified
growth areas for NLG as a whole. It is to be hoped that in
future, the two research communities of social robotics and
NLG can find a broader common ground, ideally resulting
in mutually beneficial progress on both sides.
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